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Abstract 
To dehaze and denoise simultaneously, we present a new fast variant technique in this paper. In the proposed method, the 

transmission map is first estimated using an adaptive approach based on the well-known darkish channel before the 

proposed method is applied. In the end, this transmission map reduces the threshold artefact and improves estimation 

precision. Intensity maps can then be used to build a new version model to search for the final haze- and noise-free 

image. Also noted is that the proposed variant model has a strong point in the form of a minimizer. Based on the 

Chambolle–Pock set of rules, a numerical process is laid out that ensures that the set of regulations is consistent. The 

results of large-scale experiments on real-world scenes show that our method can successfully restore incredible and 

contrasted images that are haze and noise free. 
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I. Introduction 

Together with haziness, foggy and smokey degradation 

of the outdoor scene due to bad weather conditions. It's a 

headache for photographers because it alters the colours 

and reduces the contrast of everyday photos, it 

diminishes the visibility of the scenes and it's a risk to 

the reliability of many programmes like outside 

surveillance, item detection, it also decreases the clarity 

of the satellite tv for laptop pix and underwater snaps. 

This is why the removal of haze from images is an 

essential and widely sought-after area of image 

processing. There are a lot of these suspended particles 

around, and they cause light to be scattered before it 

reaches the camera, resulting in a pixelated picture. A 

thick layer of haze obscures the meditative light in the 

scene and blends it with the ambient light. This pondered 

light (i.e. scene colorings) from mixed light tends to be 

improved by haze removal techniques. The visual 

system's stability and power can also be boosted by 

using this effective haze removal of photograph. You 

can use polarisation independent issue analysis and the 

dark channel earlier to remove haze from a picture. It is 

common for the light from a situation to dissipate before 

it reaches the camera's lens, and the light gathered 

through any digital camera lens is usually mixed with the 

airlight. Because of this, there will be an increase in 

noise, a loss of contrast between light and dark, and a 

lack of colour constancy. When the weather is bad, such 

as when aerosols, haze, fog, rain, dirt, or fumes are 

present, this type of degradation can be particularly 

damaging. Fog, for example, may also produce an 

albedo effect, which results in ambiguity and noise, as a 

common climate phenomenon.  

Certain aspects of these phenomena are detrimental to 

comprehension and the extraction of information from 

images. Real-world packages urgently need effective 

haze removal (or dehazing) and denoising methods.  

There has been a lot of interest in image dehazing and 

denoise in imaging technology recently. One of the great 

advantages of these operations is that they are 

completely clean. These images are visually more 

appealing, as well as more suitable for many important 

applications, such as image segmentation, feature 

extraction and photo fusion, because of the absence of 

haze and noise. Dehazing photos can be difficult because 

the haze relies so heavily on unknown intensity facts. If 

all that's provided as input is a single photograph, the 

situation may be made even worse. This interdisciplinary 

effort includes not only machine vision but meteorology, 

optics, and a few aspects of PC images. Visual diversity 

in the ecosystem is limited by haze and fog, both of 

which have a significant impact on the evaluation of 

target scenes. 

A primary goal of image evaluation is to improve 

visibility, restore the hues, and all other photo 

parameters as if the picture had been taken or received in 

a more favourable environment. 

Computer and human vision systems can benefit from 

the improved and refined images provided by picture 

dehazing for a wide range of purposes, as the middle 

benefit. Most computer vision software packages, from 

low-level image evaluation schemes to high-level item 

recognition, typically rely on the input photo as the final 

and most reliable source of the scene's brightness. 

To put it another way, regardless of how high-level an 

algorithm's performance, it is strongly dependent on how 

well and reliably the input image is processed. As long 

as there is haze or fog in the target scene, these 

algorithms will be plagued by biased and corrupted input 

images. 

For a long time now, researchers have been working on 

ways to improve photo dehazing. The modern brand new 

can be loosely institutionalized into the most important 

companies. As a first step, we have schemes that don't 

take into account the physical modelling of a photograph 

and how it's formed. Such schemes only aim to enhance 

the visual appeal of a photograph in order to please the 

viewer. Dehazing schemes based on such enhancements 

have spread across the board. 
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II Block Diagram 

 

 
Fig 1 Block diagram of Proposed Haze removal model 

 

  

The main Objectives will be:  

 We present a windows adaptive method to estimate 

the transmission map;  

 We propose a new energy model for dehazing and 

denoising simultaneously;  

 We describe the existence and uniqueness of the 

minimizer of the proposed energy functional;  

 To the best of our knowledge, the framework of the 

weighted vectorial total variation introduced here is 

somewhat new and could be applied elsewhere;  

 This project is comprised of several components and 

thus has a number of key objectives 

 Take as input any user-specified RGB source image 

that is polluted with haze. 

 Accurately determine which areas are polluted with 

haze. 

 Dehaze the image using the dark channel prior.  

 Complete all computation in a reasonable amount of 

time (under 30 seconds for an 800x600 pixel image, if 

possible) 

            

III  Research Methodology/Planning of Work 

The dark channel prior method has become a well-

adopted The algorithm has been used in numerous 

research projects to improve hazy images. A video 

application, for example, uses the dark channel prior to 

identify fog in hazy weather based on the traffic scene. 

The dark channel has also been extended in the past to 

improve underwater film and video quality. 

Additionally, efforts have been made to improve the 

current method of dark channel prior. Contrast 

enhancement, for example, was used to improve the 

contrast of the dark channel prior method, resulting in 

less colour distortion. Still, little effort has been made to 

speed up the computation time of the dark channel prior 

method. In the dark channel prior algorithm, there is a 

soft matting function. To improve the time it takes to 

clear up hazy images, we design an optimization 

algorithm that balances between a system of three 

bilateral filters and the darkish channel before. Using 

experimental results, it can be concluded that the 

proposed method correctly identifies hazy and clear 

areas in an image. Our primary goal was to improve the 

performance of the dark channel in the previous method, 

rather than to improve the quality of the final image. 

When compared to the traditional darkish channel prior 

approach, the results are significantly quicker with 

speeds running at around 12 seconds for a 800x600 pixel 

image now. 

Last but not least, techniques previously claimed their 

methods worked on photos that were polluted with 

smoke and other haze, but those methods never tested 

experimental results the use of photos other than hazy 

images. We used images of fog/haze as well as images 

that had been contaminated by smoke and steam in our 

approach. Prior to writing MATLAB code, we used a 

dark channel to conduct our experiments. To apply the 

guided joint filter in the bilateral filtering algorithm, we 

used MATLAB code from For the time being, we'll be 

running the code in MATLAB because it's a good choice 

for computational photography. Dehazing method as a 

whole and algorithm for the three-step bilateral filtering 

process are required. In order to produce haze-free 

images, the following outlines the steps and their 

associated functions. In our experiments, we used 

images taken in the field before the project as our test 

images. Smoke, steam, or haze can be seen in images. 

However, the results would be the same for a hazy or 

steamy image as the one used in this section. 

Various computer vision-based applications now require 

haze removal algorithms. However, there are many 

aspects that have been overlooked in current approaches, 

such as the fact that no technique is accurate in every 

situation. 

The results of a survey have revealed the overlooked 

aspects of the methods presented, such as noise 

reduction techniques. 

Dehazing methods also face the problem of uneven and 

excessive illumination. Existing methods must therefore 

be revised in order that they function more effectively. 

An algorithm that incorporates a dark channel prior, 

CLAHE, and bilateral filter can yield better results. 

IV Design and Implementation of Adaptive Filters 

The adaptive filtering component of the algorithm 

begins after the dark channel priors of the image have 

been successfully computed. The dark channel priori-

based image is greatly enhanced by this component, 

which also aids in increasing the efficiency of the 

algorithm's subsequent components. The term 

"adaptable" refers to filters that are able to change their 

filtering parameters (coefficients) over time in order to 

adapt to changing image dynamics. Adaptive filters 

must be able to learn on their own. The adaptive filter 

coefficients are able to adjust themselves as the input 

image arrives at the filter in order to achieve an optimal 

outcome, such as identifying an unknown filter 
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component or cancelling out noise in the input image. 

Some filter properties must be taken into account when 

designing an adaptive filter in order to get the best 

results. The following are a few of the benchmark 

properties. As a result, the rate at which a filter achieves 

its final state is determined by the filter's Convergence 

Rate. An adaptive system's ability to quickly adapt to 

changes in the environment is typically sought after. 

However, the rate of convergence is not independent of 

all other performance characteristics. Convergence rate 

will be improved at the expense of other performance 

metrics; this means that other performance metrics may 

suffer as a result.  

Convergence can be sped up, but this reduces the 

system's stability, increasing the likelihood of 

divergence instead of convergence. Likewise, a decrease 

in convergence rate can cause the system to become 

more stable. This shows that the convergence rate can 

only be considered in relation to the other performance 

metrics, not by itself with no regards to the rest of the 

system. 

 Minimum Mean Square Error: 

As an indicator of system adaptability, the minimum 

mean square error (MSE) is used. Small minimum MSE 

indicates that the adaptive system accurately modelled, 

predicted and/or adjusted to the system's needs. In 

general, a large MSE indicates that the adaptive filter is 

unable to accurately model the given system or that the 

adaptive filter's initial state is insufficient to cause the 

adaptive filter to converge. Quantization noise, adaptive 

system order, measurement noise, and the error of the 

gradient due to the finite step size all play a role in 

determining the minimum MSE. 

 Computational Complexity 

Computational complexity is critical in real-time 

adaptive filtering systems. Hardware limitations can 

affect the performance of a real-time system when it is 

implemented. It will take a lot more computing power to 

run a complex algorithm than a simpler one. 

 Stability 

The adaptive system's most important performance 

metric is stability. There are very few adaptive systems 

that are completely asymptotically stable, due to the 

nature of the adaptive system itself. The initial 

conditions, the transfer function, and the step size of the 

input determine the stability of most implemented 

systems. 

 Robustness 

In order to have a stable system, you must have a system 

that is robust. The system's ability to withstand both 

input and quantization noise is a measure of its 

robustness.. 

 Filter Length 

Other performance metrics are directly related to the 

length of the adaptive system's filter. An adaptive 

filter's ability to accurately model a given system is 

determined by the filter's length. As a result, the filter 

length has an impact on the convergence rate, the 

stability of the system, and the minimum MSE when 

applied to certain step sizes. The maximum 

convergence rate will be reduced if the filter length of 

the system is increased. To put it another way, the 

number of computations will decrease if the filter 

length is reduced, thereby increasing the maximum 

convergence rate. You can add additional poles or 

zeroes to a filter in order to maintain stability when the 

filter length increases for a given system. To maintain 

stability, the maximum step size or convergence rate 

must be reduced. Because there aren't enough poles and 

zeros to model the system, the mean square error will 

eventually reach a nonzero constant. If the system is 

over specified, meaning it has too many poles and/or 

zeroes for the system model, it will have the potential to 

converge to zero, but increased calculations will affect 

the maximum convergence rate possible. 

VI   Conclusion 

Algorithms based on the Dark Channel for dehazing In 

this paper, a major advancement in the field of picture 

dehazing was examined. As a result, the entire process 

of photograph haze removal had to be slowed down and 

complicated by Dark Channel's use of complex post-

processing mechanisms. According to this paper's 

findings, improvements to the virtual image's statistics 

like Mean, Variance, and Entropy can be expected. 
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