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ABSTRACT 

The purpose of writing this research paper is to describe how well management research use the statistical power with 
regard to studies specifically in testing of hypothesis.  Interpreting statistical inferences mandates that researchers 
specify acceptable levels of statistical error. The most common approach is to specify the level of Type I error, 
generally represented as α. Formally defined, a Type I error is the probability of rejecting the null hypothesis when it is 
actually true. On average, the attention paid by researchers to the two types of statistical inference errors (Type I and 
Type II) is by far not equal. The belief is that the consequences of a false positive (Type I error) claim are more serious 
than those of a false negative (Type II error) claim. As a result, Type I errors are usually focused on more frequently 
and guarded against more stringently by researchers. 
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Introduction 

Statistical Power surveys have been performed 
in areas such as management (e.g., Ferguson & 
Ketchen, 1999; management information 
systems (e.g., Baroudi & Orlikowski, 1989), 
education (e.g., Brewer, 1972), Cohen’s 
(1962). 
In general, the common finding is that deficient 
statistical power spread research in these 
diverse areas of study. Such findings could be 
observed to the fact that power issues and 
power analyses tend to receive inadequate 
attention by researchers. Cohen (1992) 
addressed this issue by stating, “It is not at all 
clear why researchers continue to ignore power 
analysis. Equal frustrations were noted by 
Sedlmeier and Gigerenzer (1989), who 
suggested that concerns about power in 
research are almost nonexistent. Nickerson 
(2000) suggested that such in attention might 
be attributable to statistical power not 
frequently being understood and, as a result, 
not often employed in research. Additional 
evidence was offered by Mone et al. (1996), 
who noted that the impact of power assessment 
surveys has been minimal and that calls for 
greater statistical power levels and usage have 
gone unheeded. In their study, Mone et al. 
surveyed the authors of a sample of studies 
contained in top-tier journals and found that 
almost two thirds of the respondents never used 
power analysis. Furthermore, the respondents 

stated that there is little call for greater usage of 
power analysis by journal editors or reviewers. 
Echoing these aforementioned concerns, 
authors of power assessment articles argue that 
insufficient statistical power may leave 
researchers unable to detect or reject false null 
hypotheses. In other words, researchers may 
actually fail to notice meaningful differences or 
effects as a result of low power. Cohen (1977) 
noted that such an occurrence is highly 
unfavorable to behavioral scientists because it 
is then reasonable to suggest that there is not an 
equitable chance of rejecting the null 
hypothesis, and, in general, behavioral 
scientists “typically hope to ‘reject’ [the null] 
hypothesis and thus ‘prove’ that the 
phenomena in question is in fact present” . 
Cohen and other authors of statistical power 
assessments basically conclude that a failure to 
reject a null hypothesis leaves readers 
wondering whether it is due to insufficient 
statistical power or truly due to the absence of 
the phenomenon.  
Additional concerns about designing studies 
with low power are noted by Howard, 
Maxwell, and Fleming (2000) who suggested 
that such actions “tend to lead to a body of 
literature in which results appear to contradict 
one another” Researchers usually wish to 
demonstrate that the phenomenon in question 
is present (i.e., reject the null hypothesis in 
favor of the alternative hypothesis). However, 
there are instances in which researchers do 

176-180 



Vidyabharati International Interdisciplinary Research Journal 13(1)                                    ISSN 2319-4979 

 

Sept. 2021                                                                     177                                                           www.viirj.org 

have a priori, theoretically justified reasons to 
hypothesize formal, statistical null 
relationships (Cohen, 1990; Cortina & Dunlap, 
1997; Cortina & Folger, 1998; Greenwald, 
1975, 1993). Support for positing and testing 
null relationships between variables of interest 
is offered by Greenwald (1993), who noted that 
“scientific advance is often most powerfully 
achieved by rejecting theories. A major 
strategy for doing this is to demonstrate that 
relationships predicted by a theory are not 
obtained, and this would often require 
acceptance of a null hypothesis” . It was 
believed that theoretically based arguments that 
lead researchers to forecast null relationships 
between their research variables of interest are 
justified.  
If power levels are not sufficiently high, then 
attainment conclusions of “no effect” may not 
be realistic and potentially lead to conflicting 
and/or invalid findings in the literature. Only if 
power levels are high can one come close to 
inferring that the null hypothesis is true when 
there is a failure of a test to establish statistical 
significance (Nickerson, 2000). Thus, power is 
particularly important for those testing null 
hypotheses because lack of power may in fact 
lead researchers to incorrectly affirm null 
hypotheses.  

Statistical Power, Level of Significance and 
the Null Hypothesis 

There are three main components that 
determine the level of statistical power of an 
inference test: the significance level (α), the 
sample size, and the effect size. The 
relationship between power and its three 
determinants is such that if one of the four 
elements (i.e., power, significance level, 
sample size, or effect size) is unknown, it can 
be calculated using the known values of the 
other three elements. Hence, researchers are 
often able to a priori determine statistical 
power levels of their tests. Researchers 
investigating a phenomenon typically 
hypothesize that a relationship between the 
investigated variables exists. Classical 
statistical inference tests posit a null hypothesis 
(Ho : the phenomenon under investigation is 
absent, or there is no—or at best a trivial—
difference between the parameters being 
tested), which researchers contrast against the 

alternative hypothesis (Ha : the phenomenon is 
present, or there is a difference in the 
parameters being tested). Because researchers 
typically hope to reject the null hypothesis, 
they normally report the probabilities 
associated with the likelihood that such a 
conclusion is erroneous (i.e., α). However, 
when such tests are not significant or when one 
expects the null hypothesis to be upheld, it is 
critical to discuss the likelihood of rejecting the 
null hypothesis in favor of the alternative 
hypothesis if the alternative hypothesis is in 
fact true. Such a probability is better known as 
statistical power. Frequently, power is 
represented as 1 – β, where β is the probability 
of failing to reject the null hypothesis when it 
is actually false. Such an error is commonly 
referred to as a Type II error.  

Significance Level 

Interpreting statistical inferences mandates that 
researchers state acceptable levels of statistical 
error. The most common approach is to specify 
the level of Type I error, generally represented 
as α. Formally defined, a Type I error is the 
probability of rejecting the null hypothesis 
when it is actually true. On average, the 
attention paid by researchers to the two types 
of statistical inference errors (Type I and Type 
II) is by far not equal. The belief is that the 
consequences of a false positive (Type I error) 
claim are more serious than those of a false 
negative (Type II error) claim. As a result, 
Type I errors are usually focused on more 
frequently and guarded against more 
stringently by researchers (Baroudi & 
Orlikowski, 1989; Brewer, 1972; Chase & 
Chase, 1976; Cohen, 1977; Cowles & Davis, 
1982; Greenwald, 1993; ) It was suggested that 
researchers set their level of β to correspond to 
the traditional level of α when testing a non-
null (i.e., alternative) hypothesis, which 
typically is set at the .05 level. Thus, when null 
hypotheses serve as the research hypotheses of 
interest, the researcher should opt for a β level 
of .05, which corresponds to a .95 power level; 
otherwise, statistical insignificance of the tests 
has no real significance. Because power is 1 – 
β, then at a power level of .80, β = .20, which 
means that there is a .20 probability of 
sustaining a false null. We argue that this 
represents a power level too low and a 
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probability of Type II error too high to 
confidently affirm the null hypothesis. Such 
arguments are supported by Rossi (1990) who 
suggested, If power was high, then failure to 
reject the null can, within limits, be considered 
as an affirmation of the null hypothesis, 
because the probability of a Type II error must 
be low. Thus, in the same way that a 
statistically significant test result permits the 
rejection of the null hypothesis with only a 
small probability of error (alpha, the Type I 
error rate), high power permits the rejection of 
the alternative hypothesis with a relatively 
small probability of error (beta, the Type II 
error rate). (p. 646) We fully understand that 
some advocate setting β levels according to 
each situation and the overall cost of the error, 
but we firmly advocate a minimal power level 
of .95 (β = .05), if possible, for researchers to 
have confidence in their results and to guard 
against building a literature of contradictory 
results. This is particularly important for those 
testing null hypotheses. 

Sample Size 

As the number of observations in the sample 
increases, the reliability (i.e., precision) of the 
sample value approximating the population 
value also increases (Cohen, 1977). As a result 
of this greater reliability, a researcher has a 
higher probability of rejecting a false null 
hypothesis. Thus, as the sample size increases, 
so does the power of the study. Ideally, 
researchers should specify α, effect size, and 
the desired level of power and then determine 
the sample size needed in the study so that 
more valid conclusions can be drawn from the 
results of testing null hypotheses. 

Effect Size 

The effect size represents the magnitude or 
strength of the relationship between the 
variables in the population (Cohen, 1977). As 
previously argued, researchers can fail to reject 
the null hypothesis when the true relationship 
between two events of interest is determined to 
be trivial or inconsequential. In other words, 
affirmation of null hypotheses does not occur 
when the true value of a statistic equals exactly 
zero, but rather the relationship between 
variables of interest is so small as not to be 
usefully distinct from zero. Cohen (1977) and 

Sedlmeier and Gigerenzer (1989) argued that 
determination of a trivial effect is made when 
power (1 – β) is set at a high value and the 
sample size used is large enough so that the 
risk of Type II error (β) is relatively small and 
similar to that of the risk of Type I error, which 
is commonly set at the .05 level.  
When conducting a power analysis as part of 
testing the null hypothesis, it is important to 
determine when an effect is large enough to be 
considered nontrivial. Lane, Cannella, and 
Lubatkin (1998) notes that, conceptually, a 
trivial effect implies a small effect size, as 
defined by the conventional values set forth by 
Cohen (1977, 1992). Cohen (1977, 1990) 
demonstrated that if a researcher considers an 
effect size ofr = .10 (a small effect size for a 
correlation according to Cohen) as negligible 
and wishes to test the null hypothesis (α = .05, 
power = .95, and β = .05), then a sample size of 
1,308 is required. It is obvious that the use of 
small effect sizes places great demands on the 
sample sizes of studies. From this example, it 
appears that it takes an impractically large 
sample size to fail to reject the null hypothesis; 
however, “the procedure makes clear what it 
takes to say or imply from a failure to reject the 
null hypothesis that there is no nontrivial 
effect” (Cohen, 1990, p. 1309). So, with a 
small value for the effect size (i) and power set 
at a high value (so that β is relatively small), 
nonsignificance of results allows the researcher 
to properly conclude that the population effect 
size is no more than i (i.e., negligible), a 
conclusion significant at the specified level of 
β. Thus, drawing on the logic with which we 
reject the null hypothesis with risk equal to α, 
Cohen (1977) stated, The null hypothesis can 
be accepted in preference to that which holds 
that the effect size equals i with risk equal to β. 
Since i is negligible, the conclusion that the 
population effect size is not as large as i is 
equivalent to concluding that there is “no” 
(nontrivial) effect. (p. 16) For this power 
assessment, we felt that drawing on general 
approximations of small effect sizes for the 
statistical tests covered by Cohen (1977, 1992) 
was appropriate. 
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Recommendations for Testing Null 
Hypotheses 

Recommendation 1: Researchers should report 
power for every standard statistical test. This 
allows the researcher to understand the risks 
associated with non significant findings. 
Recommendation 2: Researchers should 
establish a β level of .05 or lower to 
confidently conclude that a unimportant effect 
exists between variables of interest (Cohen, 
1977; Sedlmeier & Gigerenzer, 1989; Rossi, 
1990). Thus, the risk of a Type II error will at 
least parallel to generally accepted levels for 
Type I errors. 
Recommendation 3: Researchers try to  include 
confidence intervals in their findings to provide 
further detail that the hypothesized null effect 
is not trivial due to sampling error (Cortina & 
Folger, 1998; Nickerson, 2000). 
Recommendation 4:  Add in in each 
experiment and analysis an additional 
independent variable that is recognized as 
having a relationship with the dependent 
variable (Cortina & Folger, 1998). Next, 
evaluate the relationship in each 
experiment/analysis to exemplify that the 
independent variable of interest has a zero or 
trivially nonzero relationship with the 
dependent variable while the additional 
independent variable has a significant nonzero 
rapport with the dependent variable.  

 

Conclusion 

Researchers do not want to conduct an study of 
low statistical power” (Rossi, 1990,). Also, 
Researcher wanted to determine whether 
researchers made power considerations when 
concluding support for a null hypothesis based 
on nonsignificant findings. Because presenting 
statistical null hypotheses in research is 
generally frowned upon by a majority of 
scholars, any time researchers present null 
hypotheses, they must do their highest to 
demonstrate that sufficient statistical power is 
present to assertively affirm or disaffirm the 
hypothesis. In addition, it is important to note 
that relegating the null hypothesis to a 
secondary status is unwarranted (Atkinson, 
Furlong, & Wampold, 1982; Cortina & Folger, 
1998; Frick, 1995; Greenwald, 1993). As such, 
we, and others, believe that it is acceptable for 
a null hypothesis (i.e., a hypothesis of trivial 
effect or difference) to be offered on its own, if 
theoretically justified. In other words, “there is 
no suggestion that a null hypothesis must be 
used as a comparison value” (Cortina & 
Folger, 1998, p. 335; Greenwald, 1993). 
Probability of failing to reject false null 
hypotheses is greater than what is advocated in 
the power literature as it pertains to testing 
formal null hypotheses. It is hoped that the 
recommendations offered for future 
management research can prove to be of 
assistance for others testing null hypotheses. 
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