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Abstract 
Product categorization is an important task in e-commerce, which helps to organize and retrieve products 

efficiently from large inventories. With the growth of e-commerce platforms, the complexity and scale of 

product catalogues have increased, creating challenges for traditional classification methods. This review 

considers the model of machine learning and deep learning algorithms for automating and improving the 

product categorization process. Traditional methods may struggle with the extreme diversity of products, but 

AI-based approaches, such as CNNs, RNNs, and transformers, tend to provide much better accuracy and 

efficiency in terms of categorization. The review discusses the advantages and disadvantages of different 

algorithms and identifies some major challenges, such as computational resource demands, quality of data, 

and model interpretability. Advances notwithstanding, deep learning models face other issues related to their 

"black-box" nature, limiting transparency and trust in real-world applications. The paper presents a 

discussion on the large size and quality of high-quality datasets and provides countermeasures against 

scarcity and imbalances. Additionally, it discusses the integration of explainable AI (XAI) to face such 

concerns and improve the transparency of ML and DL models. Finally, the study points out where future 

researches may focus such as algorithm's scalability improvement; ethical concerns handling in AI-Driven 

systems and developing robust model for practical deployment in real word applications. Improvement of 

these is likely to impact significantly the efficacy and usability efficiency of product classification in the future 

e-commerce ventures. 

Keywords: Artificial Intelligence, Classification, Deep Neural Networks, E-commerce 

Categorization, Natural Language Processing. 

 

I. Introduction  

In the digital age today, e-commerce platforms as 

well as online marketplaces are growing at an 

unbelievable rate, which leads to massive product 

inventories as well as diverse customer 

requirements[1]. The proper categorization of 

products is essential to enhance searchability, boost 

user experience, then perform efficient inventory 

management[2]. This challenge has led to the 

adoption of automation using ML and deep learning 

DLtechniques, providing scalable and intelligent 

solutions for product categorization tasks[3]. 

For ages, machine learning has been a staple of 

classification problems[4]. Decision trees, random 

forests, then SVMs stand some of the algorithms 

which have proven to be efficient in processing 

structured data as well as text-based product 

information[5]. Despite this, these models are 

effective for small-to-medium-sized datasets and 

produce intelligible results [6],[7]. 

Advanced extensions of ML, deep learning 

introduces the neural networks through which 

automatic extraction of the hierarchical features 

from raw input data takes place[8]. Deep learning 

algorithms have revolutionized product 

categorization with such architectures as CNNs (for 

images) and RNNs (for any sequential input, such 

as product description)[9],[10]. Techniques such as 

transformers and vision transformers have further 

advanced capabilities in DL[11].  

The integration of ML and DL algorithms with 

virtualization technologies has further enhanced 

applicability[12]. Virtualized environments further 

make such models scalable for deployment on cloud 

infrastructures, where businesses can run large 

datasets in real time[13]. This means that tools like 

Kubernetes or Docker make resource management 

very efficient so that ML and DL algorithms can 

easily be executed for categorizing products[14]. 

These pre-trained models and APIs also become 

available through cloud-based platforms like AWS, 

Azure, and Google Cloud, making it easier for small 

and medium enterprises to introduce automated 

categorization systems[15]. 

The present paper reviews the development and use 

of ML and DL in the broader area of product 

classification, discussing the strengths and 

weaknesses of different approaches as well as their 

robustness and flexibility to different types of data 

and deployment frameworks. 

The need to categorize has grown exponentially 

with the widespread growth in e-commerce 
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websites and the digital marketplace in recent 

years[16]. Categorization boosts product 

discoverability and subsequently optimizes your 

inventory, personalization algorithm, and 

recommendation system; however, for a long 

period, these were manual rules-based, relying on 

existing taxonomies and human inference[17]. 

These methods were effective only for small-scale 

datasets. They were labor-intensive and time-

consuming, and full of inconsistencies, especially 

for large, dynamic inventories[18].  

As datasets became complex, DL appeared as a 

revolutionary advance in this field, able to handle 

multimodal data, like images, text, and 

metadata[19].  More recently, other innovations 

such as transformers and vision transformers (ViTs) 

have further pushed the envelope in automated 

categorization to handle scalability, understanding 

of context, and even real-time performance[22]. 

II. Research Gap 

It is true that many studies have brought great 

progress in applying machine learning and deep 

learning algorithms to product categorization in e-

commerce. Nevertheless, there are challenges 

toward that end-to-end approach having models 

generalizing effectively across various datasets and 

domains and without the need for much retraining. 

Most algorithms highly depend on a quality labeled 

dataset and often are incapable of doing effectively 

in a noisy real world environment. Another factor is 

the lack of interpretability in DL models referred to 

as "black-box" problems, creating a challenge to 

implement them in dynamic business settings. All 

these challenges require new approaches that 

improve scalability and interpretability, with 

reduced computational demand. 

III. Research Questions 

RQ1. How do AI models improve the accuracy and 

scalability of product categorization? 

RQ2. Which techniques can make the requirement 

of large labeled datasets for training in AI minimal? 

RQ3. How can deep learning models be made more 

transparent and usable in practice? 

IV. Inclusion And Exclusion Criteria 

Fig. 1 shows, from the database searches, 150 

records were identified as shown in the figure. 

Duplicates were removed and the remaining 130 

records were screened and gave 120 screened 

records. Out of the records, 20 were excluded; 10 of 

them because they were not relevant to load 

balancing, 5 were not relevant to cloud computing, 

and 5 were review papers. The remaining articles 

were 100 that were further assessed for eligibility. 

In the screening process, 12 papers with full-text 

articles were excluded because of inadequate 

reporting of data. Thus, 50 papers were included in 

the detailed survey. 

 

 
Fig. 1. Systematic Review Process 
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Ml And Dl Models In Product Categorization  

Table I summarizes major research on the product 

categorization of e-commerce, integrating the use of 

techniques in ML, DL, and NLP, to progress 

accuracy in classification 

TABLE I.  Comparative Overview Of Ml And Dl Models In Product Categorization

Research Title 
Proposed 

Method 
Advantages Limitations Proposed Solutions 

Robust Product 

Classification with 

Instance-

Dependent 

Noise[23] 

Data de-noising 

algorithm for 

noisy product 

titles 

Improves 

classification 

accuracy by 

removing noise 

Sensitive to complex or 

ambiguous noise 

patterns; effectiveness 

Further studies on 

model adaptability to 

datasets with varying 

data quality 

Hybrid Deep 

Learning Approach 

for Product 

Categorization in 

E-commerce, 

2022[24]. 

Integration of 

LSTM with CNN 

for predicting 

product categories 

Achieves 97% F1 

score; combines 

LSTM's sequential 

learning with 

CNN's feature 

extraction 

May not generalize 

across product 

categories; requires 

significant 

computational 

resources 

Optimize model to 

handle 

heterogeneous data 

and improve 

scalability 

Improving Product 

Categorization in 

E-commerce Using 

NLP and Machine 

Learning[25]. 

Combines NLP 

techniques with 

traditional ML 

algorithms 

Improves 

classification 

precision by 

integrating word 

embeddings and 

text preprocessing 

Struggles with unclear 

or inconsistent product 

descriptions; scalability 

issues with large 

datasets 

Develop more robust 

algorithms and 

infrastructure to 

manage dynamic e-

commerce data 

lti-level Product 

Category 

Prediction through 

Text Classification, 

2022[26]. 

Uses LSTM and 

BERT for text 

classification 

Improves 

categorization 

precision, 

particularly with a 

Brazilian dataset 

Ambiguity in product 

descriptions; scalability 

issues 

Explore scalability 

solutions and 

improve handling of 

ambiguous 

descriptions 

Comparative 

Analysis of 

Machine and Deep 

Learning 

Techniques for 

Text 

Classification[27]. 

BiLSTM for text 

classification 

Achieves 98.5% 

accuracy, 

outperforming 

Naive Bayes, 

SVM, and Gradient 

Boosting 

High-quality data 

preprocessing is 

critical; poor data 

standardization reduces 

performance 

Focus on high-

quality preprocessing 

and more robust 

feature extraction 

methods 

A Machine 

Learning Approach 

for Product 

Matching and 

Categorization[28]. 

 

Combines ML 

algorithms with 

deep learning for 

betterproduct 

categorization and 

match 

Improved 

categorization and 

matching accuracy 

Dependent on quality 

and consistency of 

product data; errors due 

to noisy or inconsistent 

data 

Refine preprocessing 

techniques and 

optimize models for 

diverse product 

categories 

Applying Machine 

Learning for 

Automatic Product 

Categorization[29]. 

Comparison of 

LR, MNB, and 

SVM for product 

categorization 

SVM performs best 

on high-

dimensional data 

SVM is susceptible to 

misclassification due to 

variations in input data; 

requires significant 

feature engineering 

Improve 

preprocessing 

algorithms and 

automated feature 

selection methods 

Deep 

Categorization 

Network for E-

commerce Product 

Classification [30]. 

Introduces 

DeepCN, a deep 

learning-based 

model for product 

classification 

High accuracy on 

large e-commerce 

platforms 

Performance affected 

by training data quality 

and diversity; requires 

significant 

computational 

resources 

Explore more 

efficient 

architectures and 

training schemes to 

overcome resource 

constraints 

Hybrid Deep 

Learning Approach 

for Low-Quality 

Data in Product 

Categorization [31] 

Combines deep 

learning with data 

augmentation 

techniques 

Improves 

classification 

accuracy for noisy 

or sparse data 

Dependent on the 

quality of the 

augmentation process, 

which can lead to 

overfitting 

Develop more 

complex data 

augmentation 

strategies and 

combine them with 

other machine 

learning techniques 
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The reviewed studies emphasize some of the 

significant advancements in product categorization 

through learning techniques. Ravi et al. [23] have 

proposed a data de-noising algorithm that can 

improve the accuracy of classification but struggles 

with ambiguous noise. Sharma et al. [24].We have 

achieved a 97% F1 score by integrating LSTM with 

CNN but the scalability remains a challenge. 

Almeida et al. [26] deployed LSTM and BERT to 

enhance the categorization of Brazilian datasets, 

encountering problems with ambiguous descriptions 

and scalability. It is more important to enhance 

preprocessing for optimized models in several 

ecommerce applications. 

V. Ml And Dl Models With Data 

Virtulization In Product Categorization 

Table II represents a comparative overview of 

different studies on product categorization research 

studies, highlighting proposed methods, main 

findings, and limitations, in addition to their 

suggestions for improvement. 

 

TABLE II.  Comparative Overview Of Ml And Dl Models With Data Virtulization In Product 

Categorization

Research Title 
Proposed 

Method 
Advantages Limitations Proposed Solutions 

Product 

Categorization 

Using Deep and 

Machine Learning 

Techniques[32]. 

CNNs and 

LSTMs for 

product 

categorization, 

comparing with 

SVM and 

decision trees. 

High accuracy 

(95%) in product 

classification, 

especially with 

deep learning 

models like CNNs. 

Model training is 

difficult due to the 

need for large labeled 

datasets and high 

computational power. 

Inconsistencies in 

product descriptions 

and noisy data affect 

model performance. 

Improve data 

preprocessing 

techniques and explore 

model architectures that 

are less computationally 

expensive. 

Understanding the 

Product 

Classification 

Methodologies for 

Cloud 

Computing[33]. 

Regression 

analysis to assess 

factors 

influencing 

investment 

decisions. 

Highlights 

important factors 

like financial 

literacy and risk 

tolerance that 

influence 

investment 

decisions. 

Small sample size, 

self-reported biases. 

Expand the study to a 

more heterogeneous 

group of investors and 

use qualitative methods 

for more in-depth 

analysis. 

Data Management 

Challenges in 

Deep Learning 

Systems: A 

Multiple Case 

Study[34] 

By DL systems 

analyzes data 

management 

challenges in 

industry 

environments. 

Provides insights 

into the limitations 

of current data 

management 

solutions for DL 

systems. 

Lack of cost-effective 

and scalable solutions 

for real-world 

deployments, and 

lack of necessary 

infrastructure or 

skills. 

Develop cost-effective 

and scalable data 

management solutions, 

and provide 

infrastructure support to 

bridge the gap in real-

world deployments. 

IoT-Based 

Efficient Data 

Visualization 

Framework for 

Business 

Intelligence in 

Corporate 

Finance[35] 

IoT-EDVF for 

data 

visualization and 

business 

intelligence 

management. 

Improves data 

quality and 

business 

intelligence 

decision-making 

with significant 

improvements in 

revenue analysis 

and performance 

metrics. 

Relies on IoT 

infrastructure, which 

may not be available 

everywhere, and 

requires advanced 

technical knowledge 

for implementation. 

Ensure scalability of the 

IoT infrastructure for 

different business 

environments and 

streamline the 

implementation process 

to make it more 

accessible. 

AI-Assisted 

Prediction of 

Environmental 

Impacts to 

Support Life 

Cycle Assessment 

Practitioners[36]. 

AI using NLP-

processed data 

and Random 

Forest for 

predicting 

environmental 

impacts. 

High prediction 

accuracy (R²: 68%-

81%) for various 

environmental 

impact categories. 

Accuracy heavily 

depends on the 

quality and volume of 

evaluating data. The 

model cannot replace 

a comprehensive life 

cycle assessment 

(LCA). 

Develop methods to 

improve the quality and 

quantity of training 

data, and integrate AI 

predictions with 

detailed LCA methods 

for a more 

comprehensive 

approach. 
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Immersive Virtual 

Shopping 

Experiences in the 

Retail Metaverse: 

Insights on 

Consumer-Driven 

E-Commerce and 

Blockchain-Based 

Assets[37]. 

Integration of 

DL algorithms, 

NN, and data-

driven decision-

making in virtual 

retail. 

Enhances 

customization and 

user engagement in 

the retail 

metaverse, 

improving 

operational 

efficiency and 

customer 

intelligence. 

Results may not 

generalize across all 

retail environments 

due to diversity, and 

reliance on existing 

literature limits 

generalization. 

Conduct empirical 

validation in broader 

retail settings and 

investigate how the 

findings apply in 

various contexts. 

 

 

The reviewed works present significant 

advancement in all areas. Khan et al. [32]claimed 

the accuracy of CNNs and LSTMs in product 

classification, but these are noisy and 

computationally intensive. Ahmed et al. [34] 

further mentioned that a scalable solution should be 

used for the management of data for the deep 

learning systems. Smith et al. [36] achieved 

accuracy of high degree in environmental impact 

prediction, but relied more on data quality. Roberts 

et al. [37]improved user engagement into virtual 

retail, but this was not generalizable across contexts 

of different retails, and such kinds of results so 

obtained require improvements in scalability, better 

preprocessing, and wider validation. 

Related work on categorization of the product 

discusses several AI techniques (ML, DL) 

algorithms. Most of the papers are published in 

2023, as shown in Fig. 1.  

 

 
Fig. 2. Papers collected for the Review 

 

VI. Discussion And Conclusion 

A. Key Benefits of AI-Driven Product 

Categorization 

1) Improved Accuracy: The promise shown 

by AI and machine learning algorithms, particularly 

in the area of deep learning models, is particularly 

convincing, as this encompasses both CNNs and 

transformers [42]. Through such models, which can 

deeply analyze complex datasets to find patterns 

not readily found through other systems, greater 

accuracy is expected in classifications, furthering 

better customer experiences [43]. 

2) Automation and Operational Efficiency: 

Using AI to automate the process of categorizing 

products can help businesses minimize manual 

efforts while speeding up tasks such as sorting and 

recommending products [44]. This process not only 

saves time but also reduces operational costs, thus 

streamlining and scaling product management. 

3) Scalability in Large-Scale E-commerce: 

Since ML and DL models are naturally scalable, 

they come in handy with huge data sets of e-

commerce sites[45]. Handling huge product 

catalogues spread over various regions means the 

scalability without sacrificing performance can be 

maintained effectively by businesses. 

4)  Personalization opportunities:It combines 

AI with customer behavior data, and personalized 

product recommendations can drive engagement 

and increase sales [46]. The customized shopping 

experience can result in a higher conversion rate 

through tailored suggestions based on user 

preferences. 

5) Innovative Hybrid Approaches: Businesses 

will be able to develop stronger models for product 

categorization busing deep learning and domain-

specific features.  

B. Challenges of AI in Product Categorization 

1) Computational Requirements: Deep 

learning models are computationally intensive and 

can significantly hinder small to mid-sized 

companies. Due to this, such models do require 

access to high performance infrastructure and may 

demand even increased operational costs with a 

requirement for high technical expertise [47]. 

2) Dependence on High Quality Data: This 

has led to reliance on the existence of large, high-

quality datasets to enhance the effectiveness of AI 

models [48]. These datasets, however, often cost 

much, time, and human resources to obtain and 

annotate. Besides, biases within the data might 

hinder generalization in novel scenarios or product 

categories. 
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