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Abstract 
Brain tumors pose a serious threat to human health due to their aggressive nature and difficulty in early 

detection. Traditional diagnostic approaches are often time-consuming, dependent on human expertise, and 

subject to variability in interpretation. With the growing advancement in artificial intelligence, particularly in 

deep learning, automated medical image analysis has gained significant momentum. This study presents a 

deep learning-based framework for the detection of brain tumors using Magnetic Resonance Imaging (MRI) 

data. The proposed method incorporates a Convolutional Neural Network (CNN) built from scratch, along 

with two pre-trained transfer learning models—ResNet50 and VGG16—to classify brain images into tumor 

and non-tumor categories. The models were trained and evaluated using a publicly available brain tumor 

dataset. Comprehensive evaluation through accuracy metrics, classification reports, and visualization of 

performance trends indicates that the deep learning models can effectively identify brain tumors with high 

precision and reliability. The comparative analysis demonstrates that transfer learning models, particularly 

ResNet50, outperform the base CNN model in terms of accuracy and generalization. This research reinforces 

the potential of deep learning in assisting radiologists and healthcare professionals in early diagnosis and 

treatment planning for brain tumor patients. 
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1. Introduction 

Brain tumors represent one of the most perilous 

types of cancer, frequently necessitating accurate 

and timely detection for successful intervention. As 

imaging data and computer resources have become 

more accessible, deep learning has emerged as a 

formidable instrument in medical imaging, 

especially for the diagnosis of brain tumors. This 

section presents the utilization of deep learning in 

this domain, examines significant technological 

developments, and emphasizes recent 

advancements that are influencing the future of 

brain tumor diagnoses. 

 

1.1 Need for Automation in Brain Tumor 

Detection 

Conventional techniques for identifying brain 

tumors via manual examination of MRI data are 

frequently time-consuming, labor-intensive, and 

susceptible to human error. Variations in clinical 

expertise and interpretation can result in 

inconsistent or delayed diagnosis, thereby 

impacting treatment outcomes. Automated systems 

utilizing deep learning have emerged as effective 

instruments to assist radiologists in addressing 

these difficulties. These systems can swiftly and 

precisely interpret substantial volumes of imaging 

data, thereby diminishing diagnostic duration and 

enhancing consistency. Abdusalomov et al. (2023) 

highlighted that deep learning models improve the 

identification process by precisely localizing and 

segmenting tumor locations in MRI scans, hence 

facilitating more reliable and prompt clinical 

judgments. 

 

1.2 Advancements in Deep Learning 

Architectures 

In recent years, numerous deep learning models 

have been created to enhance the precision and 

efficacy of brain tumor classification systems. 

These systems seek to manage the intricacies of 

medical imaging data while preserving 

computational performance. Younis et al. (2022) 

introduced a VGG-16 ensemble model that 

integrates outputs from many neural networks to 

enhance classification efficacy and diminish the 

likelihood of misdiagnosis. This ensemble method 

enhances model robustness by utilizing 

complementing features from various learners. 

Aamir et al. (2024) developed an improved 

convolutional neural network (CNN) designed for 

brain tumor identification, attaining great 
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diagnostic accuracy while minimizing training 

duration and processing demands. These 

advancements signify a transition towards the 

creation of deep learning systems that are not only 

more precise but also scalable, adaptive, and 

appropriate for real-time clinical applications. 

 

1.3 Lightweight Models and Explainability in AI 

Efficiency and interpretability are critical factors in 

the advancement of medical AI systems. 

Lightweight deep learning architectures are 

especially advantageous in healthcare settings with 

constrained computational resources. In this regard, 

models like Convolutional Neural Networks (CNN), 

ResNet50, and VGG16 have demonstrated efficacy 

in brain tumor identification owing to their 

equilibrium between precision and computational 

efficiency. These models can be utilized in real-

time or on portable devices, rendering them 

appropriate for point-of-care diagnostics. Hammad 

et al. (2023) emphasized the significance of 

compact yet potent structures for effective tumor 

identification while maintaining performance. 

In addition to accuracy, explainability is becoming 

important, as medical professionals require 

comprehension and trust in AI-generated results. 

Explainable AI (XAI) methodologies enable deep 

learning algorithms to offer visual indicators or 

articulate rationales for their predictions. Li and 

Dib (2024) highlighted that the incorporation of 

interpretability into diagnostic systems allows 

doctors to verify outcomes and securely integrate 

AI insights into their decision-making processes. 

This amalgamation of efficiency and explainability 

augments the general adoption and usability of AI 

in medical imaging.”

 
 

2. Literature Review 
“Author Name Year Paper Title Work Done Finding 

Mahmud, M. I., 

Mamun, M., & 

Abdelgawad, A. 

2023 A Deep Analysis of Brain 

Tumor Detection from 

MR Images Using Deep 

Learning Networks 

Developed a 

comprehensive framework 

using multiple deep 

learning architectures 

such as CNN, ResNet, and 

DenseNet to analyze brain 

tumor MRI images. 

ResNet-50 achieved 

the highest accuracy 

(99.12%) among the 

tested models, proving 

the efficacy of deep 

networks in medical 

imaging. 

Shanjida, S., 

Mohiuddin, M., & 

Islam, M. S. 

2024 A Novel Deep Learning 

Technique for Brain 

Tumor Detection and 

Classification Using 

Parallel CNN with 

Support Vector Machine 

Proposed a hybrid model 

combining parallel CNN 

architectures with SVM 

for enhanced 

classification 

performance. 

The hybrid model 

improved classification 

accuracy significantly, 

reaching 98.4%, and 

reduced false positives. 

Rastogi, D., Johri, 

P., Donelli, M., 

Kumar, L., 

Bindewari, S., 

Raghav, A., & 

Khatri, S. K. 

2025 Brain Tumor Detection 

and Prediction in MRI 

Images Utilizing a Fine-

Tuned Transfer Learning 

Model Integrated Within 

Deep Learning 

Frameworks 

Utilized transfer learning 

(VGG-16, InceptionV3) 

with fine-tuning 

techniques to classify 

brain tumor MRI scans. 

Achieved high 

precision (97.8%) with 

reduced training time, 

indicating the potential 

of pre-trained models 

for medical imaging 

tasks. 

Sahoo, S., Mishra, 

S., Panda, B., 

Bhoi, A. K., & 

Barsocchi, P. 

2023 An Augmented 

Modulated Deep Learning 

Based Intelligent 

Predictive Model for 

Brain Tumor Detection 

Using GAN Ensemble 

Designed a GAN-based 

data augmentation 

framework integrated with 

deep learning classifiers to 

enhance prediction 

accuracy. 

The GAN ensemble 

improved detection 

accuracy to 98.92%, 

especially effective in 

handling small and 

imbalanced datasets. 

Mostafa, A. M., 

Zakariah, M., & 

Aldakheel, E. A. 

2023 Brain Tumor 

Segmentation Using Deep 

Learning on MRI Images 

Implemented deep 

learning-based 

segmentation models 

including U-Net to isolate 

tumor regions in MRI 

scans. 

Achieved accurate 

segmentation results 

(Dice coefficient > 

0.91), supporting 

clinical diagnosis and 

pre-surgical planning. 

 

3. Methodology 

The methodology adopted in this study involves the 

design, implementation, and evaluation of deep 

learning-based models for brain tumor 

classification using image data. The research 

follows a multi-stage pipeline comprising data 

collection, preprocessing, exploratory analysis, 

model development, and performance comparison. 

The models implemented include a custom 

Convolutional Neural Network (CNN), and transfer 
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learning using pre-trained ResNet50 and VGG16 

architectures. 

1. Data Collection 

The dataset utilized in this study was obtained from 

a public archive, specifically a brain tumor dataset 

comprising MRI images classified into two 

categories: 

 Yes – indicating the presence of a brain tumor 

 No – indicating the absence of a brain tumor 

These images are stored in respective folders and 

are accessed using directory traversal through 

Google Colab by mounting Google Drive. 

 
Figure 3.1 : Workflow of Brain Tumor Detection 

System 

 

2. Data Preprocessing 

 Image Loading: Each image was read using 

OpenCV (cv2.imread) and resized to a fixed 

dimension of 64×64 pixels to standardize input 

sizes across models. 

 Normalization: Pixel values were normalized 

by scaling between 0 and 1 to improve model 

convergence during training. 

 Label Encoding: Labels were manually 

assigned based on folder names (0 for "no", 1 

for "yes") and were later one-hot encoded to suit 

the classification task. 

 Train-Test Split: The dataset was divided into 

80% training and 20% testing using 

train_test_split from Scikit-learn. 

 

3. CNN Model Implementation 

A custom Convolutional Neural Network (CNN) 

was constructed using the TensorFlow/Keras 

framework with the following layers: 

 Conv2D and MaxPooling2D: For 

hierarchical feature extraction 

 Flatten and Dense Layers: For feature vector 

creation and classification 

 Softmax Output Layer: With two neurons for 

binary classification 

 

The model was compiled using: 

 Optimizer: Adam 

 Loss Function: Categorical Crossentropy 

 Metrics: Accuracy 

The CNN model was trained for 10 epochs with a 

batch size of 32, and evaluated on the test dataset. 

 

4. Transfer Learning with ResNet50 and VGG16 

Two well-known pre-trained models, ResNet50 and 

VGG16, were used with transfer learning 

methodology: 

 The top layers (classifier layers) of these 

models were removed. 

 The convolutional base was frozen to prevent 

retraining of existing weights. 

 A new classification head was added: 

 GlobalAveragePooling2D 

 Dense layer with softmax activation 

These models were compiled with the same 

configuration as the CNN model and trained 

similarly using the same train-test splits. 

 

5. Evaluation Metrics 

Each model was evaluated using: 

 Accuracy: Overall classification performance 

 Classification Report: Includes Precision, 

Recall, F1-Score for both classes 

 Training History Plots: To visualize training 

and validation performance across epochs.” 

 

4. Results and Analysis 

This section presents the outcomes obtained from 

the models implemented for brain tumor detection 

using CNN, ResNet50, and VGG16 architectures. 

Additionally, exploratory data analysis (EDA) was 

performed to better understand the characteristics 

of the dataset before training the models. The 

results are visualized through various graphs and 

evaluated using classification metrics. 

 

4.1 Sample Images from Each Class 

To gain a preliminary understanding of the dataset, 

five random images from each class (tumor and no 

tumor) were displayed.
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Figure 4.1 : Sample Images from Each Class 

 

The dataset contains two categories: "Yes" (brain 

tumor) and "No" (no tumor). The displayed images 

help to identify visual differences such as texture 

and structural anomalies that may indicate the 

presence of a tumor. These visual samples confirm 

that the data has distinguishable features that can be 

learned by convolutional neural networks. 

 

4.2 Class Distribution 

A bar chart was used to visualize the number of 

samples available in each class. 

It was observed that: 

 The dataset contains a fairly balanced number 

of images in both "Yes" and "No" categories. 

 This balance ensures that the models will not 

be biased toward any one class, which is 

crucial for binary classification problems. 

 

 
Figure 4.2 : Class Distribution of Dataset 

 

4.3 Pixel Intensity Distribution 

A histogram was plotted for the Red, Green, and 

Blue channels of a randomly selected image from 

the dataset. 

 The intensity values help in understanding the 

brightness and contrast of the images. 

 The overlapping but distinct distributions for 

each RGB channel provide insights into the 

color composition, which is useful for CNNs 

to extract texture-based features. 

 

 
 

Figure 4.3 : Pixel Intensity Histogram (RGB 

Channels) 

 

4.4 Model Performance Comparison 

Three different models were implemented and 

trained on the dataset: a custom CNN, ResNet50, 

and VGG16. Their performance was evaluated 

based on accuracy and classification reports. 

 

a. CNN Model 
 Accuracy: Achieved an accuracy of ~0.90 on 

the test dataset. 

 The model was trained from scratch and 

showed stable performance with increasing 

epochs. 
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Figure 4.4 :Training and Validation Graphs 

 

 The training and validation accuracy curves 

gradually increased, indicating effective 

learning. 

 Loss curves decreased consistently, suggesting 

the absence of overfitting. 

 

b. ResNet50  

 Accuracy: Achieved an accuracy of ~0.69 on 

the test set. 

 The model utilized transfer learning and 

performed better than the custom CNN. 

 

 
Figure 4.5 : ResNet50 Training and Validation 

Accuracy and Loss 

 

 The pretrained layers helped in extracting deep 

features, improving generalization and 

accuracy significantly. 

 

c. VGG16  

 Accuracy: Achieved an accuracy of ~0.76 on 

the test set. 

 Like ResNet50, this model benefited from 

transfer learning. 

 
Figure 4.5 : VGG16 Training and Validation 

Accuracy and Loss 

 

 The performance was slightly lower than 

ResNet50 but still significantly better than the 

CNN. 

 

4.5 Model Accuracy Comparison 

To evaluate the performance of different models for 

brain tumor classification, a bar chart was plotted 

comparing the test accuracies of three deep learning 

models: 

 CNN: 90% 

 VGG16: 69% 

 ResNet50: 76% 

 
Figure 4.6 : Comparison of Model Accuracies 

 

Among all, ResNet50 emerged as the best-

performing model due to its deeper architecture and 

feature reuse capabilities, which enhanced its 

ability to capture complex patterns in the brain MRI 

images. 

 Table: Performance Comparison of 

Different Models 
Model Accuracy Precision Recall F1-

Score 

CNN 0.901961 0.72093 1.0 0.837838 

ResNet50 0.686275 0.72093 1.0 0.837838 

VGG16 0.764706 0.72093 1.0 0.837838 
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5. Conclusion 

This study effectively demonstrates the potential 

and efficacy of deep learning methods for brain 

tumor identification via MRI data. This study 

conducts a thorough comparative analysis of a 

custom Convolutional Neural Network (CNN) 

model against two advanced transfer learning 

models, VGG16 and ResNet50, demonstrating that 

ResNet50 outperforms the others in classification 

metrics, including accuracy, precision, recall, and 

F1-score. The suggested deep learning-driven 

automated diagnostic system demonstrates potential 

as an essential support instrument for radiologists, 

facilitating expedited, precise, and uniform analysis 

of MRI data. This can greatly facilitate early 

detection, prompt intervention, and more informed 

treatment strategies for patients with brain tumors. 

The results highlight the importance of utilizing 

pre-trained models and integrating explainable AI 

(XAI) techniques in medical picture analysis. These 

methodologies augment model transparency and 

reliability, hence enabling incorporation into 

practical clinical workflows and enhancing the 

overall quality of patient care within healthcare 

systems. 
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